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I.INTRODUCTION 

The theory of impulsive differential equations appears as a neutral description of 

several real processes subject to certain perturbations whose duration is negligible in 

comparison with the duration of the process. It has seen considerable development in the last 

decade, see the monographs of Benchohra et al. [4], Haddad et al.[10], Lakshmikantham et al. 

[16], the papers [1,3, 5, 6, 7,8, 15,19,21] and the references therein. 

 

Neutral differential systems with impulses arise in many areas of applied mathematics 

and for this reason these systems have been extensively investigated in the last decades. 

Recently, much attention has been paid to existence results for partial functional differential 

equations with state-dependent delay, and cite the works [2, 11, 12, 13, 14, 17, 18, 20] and the 

references therein. To the best of our knowledge, few papers can be found in the literature on 

the existence of mild solutions for an abstract impulsive differential inclusion with State 

delay. In the present paper we consider existence results for impulsive neutral differential 

inclusions with state-dependent delay such as  
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     .,0,,,)(),()( ),( aJtttxtFtAxxtgtx
dt

d
ixtt t

                  (1.1) 

                        0x                                  (1.2) 

                   
nittxItx itii i

,....,2,1),()(                                              (1.3) 

where A  is the infinitesimal generator of a compact, analytic semigroup 0),( ttT  in a 

Banach space )(:; XPBJFX   is a bounded closed convex-valued multi-valued        

map, )(XP is the family of all nonempty subsets of ],,(:,:; aBJXBJgX    

 ,,...,2,1,: niXBI i   are appropriate functions, where B is an abstract phase space 

defined below, ,...0 110 atttt nn   )(),()()(   tttt   and )( t  

represent the left and right limits of )(t  at t . The histories 

,0),()(,]0,(:  sstxsxXx tt  

belong to the abstract phase space B . 

 

II. PRELIMINARIES 

 

In this section, we introduce some basic definitions, notations and results which are 

used throughout this paper. 

 

Let ),( KJC be the Banach space of continuous functions y from J  into X  with the 

norm )(}.:)(sup{ XLJttyy 


denotes the Banach space of bounded linear operators 

from X  into itself. A measurable function XJy :  is Bochner integrable if and only if 

y  is Lebesgue integrable. For properties of the Bochner integral see Yosida [22]. ),(1 XJL  

is the Banach space of continuous functions XJy :  which are Bochner integrable and 

equipped with the norm .)(
0

1 
a

L
dttyy  

A multi-valued map )(: XPXG   is convex (closed) valued if G(x)  is convex 

(closed) for all Gx X.  is bounded on bounded sets if BXG(B)   G(x) is bounded in X  

for any bounded set B of X  (i.e. ).)}}(:{sup{sup  xGyyBx  
G is called upper semi-continuous (u.s.c.) on X  if for each X0 x , the set )G( 0x  is a 

nonempty closed subset of X , and if for each open set   of  X containing )G( 0x , there 

exists an open neighbourhood V of 0x  such that .G(V)   

G  is said to be completely continuous if )G(  is relatively compact for every 

bounded subset   of X . 

 

If the multi-valued map G  is completely continuous with nonempty compact values, 

then G  is u.s.c. if and only if G  has a closed graph (i.e., )(,, ** nnnn xGyyyxx   

imply )).( ** xGy   

 

An upper semi-continuous multi-valued map )(: XPXG   is said to be condensing [9] 
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if for any subset XB   with 0)( BN we have ),())(( BNBGN   where N  denotes the 

Kuratowski measure of non-compactness [3]. 

Let )(, XP cvcp  denote the classes of all bounded and compact convex subsets of .X  

G has a fixed point if there is an Xx  Such that ).(XGx  For more details on 

multi-valued maps, see the books of Deimling [9] and Hu and Papageorgiou [15].  

Let C  forbmed by all functions Xay ],0[: such that y  is continuous at 

)()(, kkk tytytt    and )( 

kty exists for all .,...,2,1 nk   In this paper we always assume that 

C is endowed with the norm .)(sup syy JsC 
  It is clear that ).,(

C
C


 is a Banach 

space. 

 

To set the framework for our main existence results, we need to  introduce the 

following definitions and lemmas. In this work we will employ an axiomatic definition for 

the phase spase B which is introduced in [11]. Specifically, B  will be a linear space of 

functions mapping ]0,(  into X  endowed with a seminorm 
B

. , and satisfies the following 

axioms: 

 

(A)   If ,0,),(:  aXax   is such that )],,([],[ XaCx a    and ,Bx   

then for every ],[ at    the following conditions hold: 

(i) .Binisxt  

(ii) .)(
BtxHtx   

(iii) ,)(}:)(sup{)(
BBt xtMtssxtKx   where 0H  is a constant; 

KMK ),,1[),0[:,  continuous. M  is locally bounded, and MKH ,,  are 

independent of (.).x  

(B) The space B  is complete. 

  

Definition 2.1. A function ,),(: Xax   is called a mild solution of the problem (1.1)-

(1.3) if Bxx
sxs  ),(0 ,  for every Js and nixItx

itii ,...2,1),()(   the function 

),()( sxsgstAT   is Bochner integrable and the impulsive integral inclusion 

  dsxsgstATxtggtTtx

t

st ),()(),(),0()0()()(
0

  
 

 





tt

tii

t

xs

i

is
xIttTdsxsFstT

00

),( )()(),()(   

 

is satisfied. 

 

Lemma 2.1. [17] Let X be a Banach space. Let )(: , XBJF cvcp  satisfy 

(i) The function XJF :)(.,  is measurable for every B  

 

(ii) The function XBtF :,.)(  is u.s.c. for each Jt . 
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(iii)   For each fixed ,B  the set 

),()(:),({ 1

,  tFtfXJLfSF  for  a.e }Jt  
is nonempty. 

Let  be a linear continuous mapping from  ).,(),(1 XJCXJL   Then the operator 

)),((),(: , XJCXJCoS cvcpF    ),(:))(( ySyoSy FF   is a closed graph operator in 

).,(),( XJCXJC   

Lemma 2.2. [9] Let B be bounded and convex set in Banach space )(:. BPBX   is a 

u.s.c., condensing multi-valued map. If for every Bx , )(x  is closed and convex set in B , 

then   has a fixed point in B . 

III. EXISTENCE RESULTS 

Throughout this section, XADA )(:  will be the infinitesimal generator of a 

compact analytic semigroup of uniformly bounded linear operators ).0)(( ttT  Let  

)(0 A , Then it is possible to define the fractional power ,A for ,10   as a closed 

linear operator on its domain ).( AD   Furthermore, the subspace )( AD  is dense in X and 

the expression 

),(, 


ADxxAx   

defines a norm on )( AD . Hereafter we denote by X  the Banach space )( AD  normed 

with 


x . Then for each  X,10   is Banach space, and  XX   for ,10  

and the imbedding is compact whenever the resolvent operator of A  is compact. For 

semigroup },)({ 0ttT  the following properties will be used: 

        (a) there is a 1M  such that MtT )(  for all at 0 ; 

        (b) for any ta 0 ,  there exists a positive constant  C  such that 

.0,)( at
t

C
tTA 




 

For more details about the above preliminaries, we refer to [22]. 

In order to define the solution of system (1.1) − (1.3) we shall consider the space 

,,...1,0),,(:],0[,{ , mkXJCxXax kk    
and there exist )( 

ktx  and )( 

ktx  

,,...,1,0 mk   with },(0), )( )(  xtxtx kk which is a Banach space with the norm 

},,...,1,0,max{ mkxx
kJk 


 

Where )( ktx is the restriction of x to ,,...1,0],,( 1 mkttJ kkk   and .)(sup


sxx kJsJk kk
   

In this section, we state and prove the existence theorem for the problem (1.1) − (1.3). 

Let us list the following hypothesis: for some )1,0( . 

(H1) There exists a constant 1)1,0(    such that  XXag ],0[: is a continuous 

function, and 
 XXagA ],0[:  satisfies the Lipschitz condition, that is, there exists a 

constants 0,0 1  LL  such that 

B
LtgAtgA 2121 (),(),( 



  for B21,  
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and  

)1(),( 1 


  LtgA
 
for ., JtB   

 

 (H2) ),(),();(: ,  tFtXPBJF cPcv   is measurable with respect to t for each 

,B  u.s.c with respect to  for each ,J  and for each fixed ,B the set 

),()(:),({ 1

,  tFtfXJLfSF 
 
for a.e  }Jt  

is non empty. 

 

(H3) There exists an integrable function ),0[: Jm  and a continuous nondecreasing 

function ),0[),0[: W  such that 

.),(),()()},()(:sup{),( BJtWtmtFtfftF
B

   

(H4) The function XBI i :  is continuous and there are positive constants ,,...2,1
,

niL
i

  

such that 

,)()( 2121 Biii LII  
 

for every  .,...2,1.,2,1, nijBj   

Lemma 3.1. [11] If  Xay  ),(:  is a function such that 0y  and ),,(| XJCy J   

then 

 

,)(}]},,0max{,0[;)(sup{)( JssyKJMy aBaBs    

 

where  )(sup),(sup
)(

tMMtJJ Jtat 
 





 ).(max tKKand Jta   

Theorem 3.2. Assume that (H1)−(H4) are satisfied, then the problem (1.1)−(1.3) admits at 

least one mild solution provided that, 

 

                      

1)(
1

1
 




n

i

iLMa
C

LALK 




              (3.1) 

1))(
)(

(
10

1

1

1  







n

i

i

a

aa Ldssm
W

LimMKKLa
C

KLA




 




              (3.2) 

 

Proof. On the space )}0()0(:{  uPCu   endowed with the uniform convergence 

 

norm ),.(


 we define the operator )(:  PN  by 

dsxsgstATxtggtTtuuxN

t

st ),()(),()],0()0()[()(:{)(
0

    

},,,)()()()(
,

00

JtSfyIttTdssfstT
xFti

tt

i

t

i

i

 




 

 

where X  a] ,(- : J},  t ), (t, F (t) : X) (J,L  { )(t,
1

, t
 xxffS x

xF 

 is such that 0x  

and yx  on J . Let Xa  ),(:  be the extension of  to ],( a  such that )0()(    
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on J and )}.(:)(sup{
~   ssJJ  In order to apply [Lemma 2.2] we give the proof in 

several steps. 

 Step:1 There exists 0r  such that  ,)( rr BBN   where }.:{ rxxBr 


For each 

rBr ,0  is clearly a bounded closed convex subset in  . We claim that there exists ,0r  

such that ,)( rr BBN   where  ).()( xNBN
rBxr 

 
In fact, if it is not true, then for each 

,0r  there exists 
r

r Bx   such that )( rr xNu   but ru r 


 and 

dsxsgstATxtggtTtu

t

r

s

r

t

r

 
0

),()(),()],0()0()[()( 
 

 




t

tt

r

tii

r

i

i
xIttTdssfstT

0 0

),()()()(  

For some r
Px

F

r Sf ,  Consequently, we have 

)(max tuur r

Jt

r


  

 




t

tt

r

tii

r

t

r

s

r

t

i

i
xIttTdssfstTdsysgstARxtggtT

0 00

)()()()(),()(),()],0()0()[( 

 

    

Hence , Lemma 3.1 for some  ],0[ at  

 

dsysgstTAxtgAAgAAtTr

t

r

s

r

t   

0

1 ),()(),()],0()0()[(    

                  





tt

r

tii

t

r

i

i
xIttTdssfstT

00

),()()()(  

                  
)1()1()0([ 11  

B

r

tB
xLALAM    

  










t t n

i

ii

r

ti

r

B

r

s IIxIMdssfMdsxL
st

C

i

0 0 1

11

1
.)0()0()()()1(

)( 


 

                )1(

)1()]1()0([

1

1

11









Baa

BaaB

MrKLa
C

MrKLALAM










 

                

,))0(()())
~

((
10





n

i

iBaai

a

aBa IMrKLMdssmrKJMMW 
 

and thus, 

))(
)(

lim(1
10

1

1

1 




 
n

i

ia

a

aaa LMKdssm
W

MKKLa
C

KLA




 


 

which contradicts (3.2). Hence there exists 0r  such that .)( rr BBN   

Let 0r  be such that .)( rr BBN   If rBx , from Lemma 3.1, it follows that 

               
.)

~
(:*

),( rKJMrx aBa
B

xt t  
             (3.3) 
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Step:2   )(xN  is convex for each Xx . Indeed, if ),(, 21 xNuu   

Then there exist ,,
,21 xF

Sff   such that Jt we have, 

 

dsxsgstATxtggtTtu

t

sti  
0

),()(),()],0()0()[()( 
 

 




t

tt

tiii

i

i
ixIttTdssfstT

0 0

.2,1),()()()(  

 

Let .10    Then for each Jt  we have, 

dsxsgstATxtggtTtuu s

t

t ),()(),()],0()0()[())()1((
0

21     

).()()]()1()()[(
00

21 i

i

ti

tt

i

t

xIttTdssfsfstT 


                           

 

Since 
xF

S
,

 is convex ( because F has convex values), ).())1(( 21 xNuu    

 

Step:3  )(xN  is closed for each X.x  

Let )N( }{ 0n xx n   such that Xin    n xx  . Then Xx   and there exists  
fF

Sf
,n   

Such that, for each  ,t J  

dsxsgstATxtggtTtx

t

stn  
0

),()(),()],0()0()[()(   

 




t

tt

tiin

i

i
xIttTdssfstT

0 0

).()()()(  

Using the fact that F  has a nonempty compact value, there is a subsequence if 

necessary to get that nv  converges to v  in X)(J,L1  and hence 
xF

Sv
,

 . Then for each ,t J  

dsxsgstATxtggtTtxtx

t

stn  
0

),()(),()],0()0()[()()(   

 




t

tt

tii

i

i
xIttTdssfstT

0 0

).()()()(  

Thus, ).(xNx  

 

Step: 4  N  u.s.c and condensing. 

To prove that N  is u.s.c and condensing, we introduce the decomposition 

,21 NNN  where 

  
.)()(),()(),0()(),())((

00

1 



tt

tii

t

st

i

i
xIttTdsxsgstATgtTxtgtyN 

 

},)()()0()()(:{))((
.

0

2 


xF

t

SfdssfstTtTtuXutxN    
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we will verify that 1N is a constraction while 2N  is a completely continuous operator. To 

prove that 1N  is a contraction, we take rBxx ***,  arbitrarily. Then for each ,t J  we 

have that, 

),(),())(())(( *****

1

*
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Therefore, by (3.1) we obtain that 1N is a contraction, 

Next, we show that 2N is u.s.c 

(i) )(2 rBN  is clearly bounded,  
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(ii)  )(2 rBN is equicontinuous.   

Let .,, 2121 ttJtt  Let rBx  and ).(2 xNu Than there exists 
xF
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,

 such that 

for each ,Jt we have 
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Where 
*r  is defined in (3.3). 

As 12 tt  and for 
 
sufficiently small, the right-hand side of the above ineauality tends 

to zero independently of ,rBx  since )( stT   strongly continuous and compactness of 

ststT  ),(  implies the continuity in the uniform operator topology. 

(iii)   }),(:)({))(( 22 JtBNututBN rr   is precompact for each .Jt
 

Obviously, 
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Since ))(( ststT  is compact, the set 
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Is relatively compact in X  for every .0, t  Moreover, for every )(2 rBNu  
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,0)()( *  


t

t

dssmrMW  

as ,0  where *r  is defined in (3.3). We note that there are relatively compact sets 

arbitrarily close to the set )}.(:)({ 2 rBNutu  . 

 

So the set )}(:)({ 2 rBNutu   is relatively compact in X. 

 

From the Arzela-Ascoli theorem we can conclude that 2N  is a completely continuous 

multi-valued map. 

(iv)  2N  has a closed graph. 
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From Lemma 2.1, it follows that FoSN *  is a closed graph operator. Moreover, we have 
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Therefore, 2N  is u.s.c. Hence 21 NNN   is u.s.c. and condensing. By the fixed 

point Lemma 2.2, there exists a fixed point x  for N  on rB , which implies that the problem 

(1.1) − (1.3) has a mild solution.  

 

 

 

Example 

In this section, we consider an application of our abstract results. At first we introduce 

the required technical framework. In the rest of this section, ]),0([2 LX    and A  be the 
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operator ''uAu   with domain }.0)()0(,:{)( ''  uuXuXuAD  It is well known that 

A  is the infinitesimal generator of an analytic semigroup on X . Furthermore, A has a 

discrete spectrum with eigen values of the form ,,2 Nnn  whose corresponding 

(normalized) eigen function are given by )sin(
2

)(zn 


 n . In addition, the following 

properties hold. 

(a) }:{ Nnzn   is an orthonormal basis of X : 

(b) For nn
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2

 and   nn zzu  




,n-Au
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2 , for :)(ADu   

(c) It is possible to define the fractional power ),1,0(,)(  A   as a closed linear operator 

over its domain ).)(( AD   More precisely, the operator XXADA  ))((:)(   

Is given by ,,)(
1n

2

nn zzunuA  
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  

(d) If X  is the space )( AD   endowed with the graph norm  


.  then X  is a Banach 

space. Moreover, for ;,10  XX 
 

the inclusion  XX 
 

is completely 

continuous and there constants 0C  such that 




 t

C
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XXL


);(
)(  for  0t . 

As an application of the theorem (3.1), we study the following impulsive partial neutral 

functional differential system. 
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                           ,,....,2,1)),(()u(-)u(t ii mituIt ii                  (4.4) 

where ),(2 xgLCB  and 0 < t1 < · · · < tn < b are prefixed. Under these conditions, 

we can define the operators, ρ, g, F : I × B → X and Ii : B → X by, 
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which permit to transform system (4.1) − (4.4) into the system (1.1) − (1.3). Moreover, the 

maps, miIFg i ,...,2,1,,,  , are bounded linear operators. Thus, the assumptions (H1) − 

(H4) are hold. All conditions of theorem 3.1 are now fulfilled so we deduce that (4.1) − (4.4) 

has an integral solution. 
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